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Minimal Surfaces Extend Shortest Path
Segmentation Methods to 3D

Leo Grady, Member, IEEE

Abstract—Shortest paths have been used to segment object boundaries with both continuous and discrete image models. Although
these techniques are well defined in 2D, the character of the path as an object boundary is not preserved in 3D. An object boundary in
three dimensions is a 2D surface. However, many different extensions of the shortest path techniques to 3D have been previously
proposed in which the 3D object is segmented via a collection of shortest paths rather than a minimal surface, leading to a solution
which bears an uncertain relationship to the true minimal surface. Specifically, there is no guarantee that a minimal path between
points on two closed contours will lie on the minimal surface joining these contours. We observe that an elegant solution to the
computation of a minimal surface on a cellular complex (e.g., a 3D lattice) was given by Sullivan [47]. Sullivan showed that the discrete
minimal surface connecting one or more closed contours may be found efficiently by solving a Minimum-cost Circulation Network Flow
(MCNF) problem. In this work, we detail why a minimal surface properly extends a shortest path (in the context of a boundary) to three
dimensions, present Sullivan’s solution to this minimal surface problem via an MCNF calculation, and demonstrate the use of these
minimal surfaces on the segmentation of image data.

Index Terms—3D image segmentation, minimal surfaces, shortest paths, Dijkstra’s algorithm, boundary operator, total unimodularity,
linear programming, minimum-cost circulation network flow.
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1 INTRODUCTION

HORTEST path algorithms on weighted graphs have found

many applications in computer vision, including seg-
mentation [34], [16], centerline-finding [7], video summar-
ization [38], robot navigation [11], perceptual grouping [13],
solving PDEs [51], and optical flow [48]. Since computer
vision techniques have been increasingly applied to 3D data
in the context of video sequences or medical acquisitions,
researchers have looked for 3D extensions of many
conventional 2D techniques. Several of the proposed
extensions of the shortest path techniques to 3D have
employed a network of paths that are used to define the
surface of the 3D object. Unfortunately, there is no
guarantee that these shortest paths will lie on the minimal
surface or that a dense enough sampling of paths will
approach the true minimal surface, even in the limit.
Instead of employing a network of paths in 3D, we observe
that the minimal surface may be solved for directly using
the elegant solution provided by Sullivan [47] in the context
of discrete differential geometry.

Shortest paths are used as object boundaries in several
2D image segmentation algorithms, most notably in the
popular intelligent scissors/live wire algorithm [34], [16].
The intelligent scissors algorithm treats the image as a
graph that is weighted to reflect intensity changes and
inputs two points from a user along an object boundary.
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These points are then used to define the endpoints for a
shortest path computation. The shortest path is then viewed
as a piece of the object boundary that may be extended by
the placement of additional points. In 2D intelligent
scissors, shortest paths provide minimal boundaries of the
segmented object.

A sustained interest in intelligent scissors/live wire has
prompted several researchers to pursue a 3D extension of
this segmentation technique. However, it was noted as
recently as 2006 by Armstrong et al. [5] that “There is no
straightforward extension of Live Wire to surfaces.”
Although various different extensions to intelligent scissors
have been proposed, the common theme is that intelligent
scissors is fundamentally a path-based technique, and
therefore, 3D extensions have focused on the reconstruction
of 3D surfaces from networks of paths.

Falcao and Udupa [15] separate the 3D image into slabs
for which the object is assumed to have constant genus. A
user then employs the shortest path segmentation on several
cross sections (with some constraints) which are used for
surface reconstruction. This technique was extended [23] to
include a more sophisticated choice of point ordering within
the cross sections for connection via shortest paths. Schenk
etal. [41], [42] employ intelligent scissors to obtain a series of
closed contours on key slices, between which a surface is fit
using shape-based interpolation. Salah and Bartz [40] use
intelligent scissors to find a 2D segmentation in one slice
and then use a sophisticated propagation of the control
points to subsequent slices, upon which 2D intelligent
scissors is subsequently run. Knapp et al. [26] employ
orthogonal cross sections to reconstruct the surface, which
may have a nontrivial topology. These cross sections are
obtained via shortest paths. Koénig and Hesser [29] find the
shortest path connecting three clicked points, producing a
closed surface patch. This patch is then filled in using a
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Fig. 1. An example for which shortest paths joining two contours will not
lie on the minimal surface connecting the contours. (a) The catenoid is
the classical solution to the minimal surface problem joining two closed
contours at different elevations. (b) A shortest path (red) joining two
points on the closed contours does not lie on the surface of the catenoid.

network of shortest paths and this process of producing and
filling surface patches is repeated until a closed surface is
obtained. Finally, although not a direct extension of
intelligent scissors to 3D, Li et al. [31] propose a method
that will produce a minimal surface, provided that the
minimal surface satisfies some constraints. These con-
straints require that the surface is simply connected and
possesses the property termed by Li et al. [31] as “terrain-
like” (a ray cast from the central axis/point of the object
intersects the surface only once). We note that such an object
is also known as “star shaped.” Their primary objective was
to provide a framework in which a minimal surface could be
obtained that also satisfied secondary objectives, such as
smoothness or an inner/outer relationship of two surfaces.

One may also view the use of shortest paths in the
continuum as a continuous counterpart of the intelligent
scissors/live wire segmentation paradigm [14]. In contrast
to discrete shortest paths, the continuous shortest paths are
computed with the fast marching method [44]. This
continuous shortest path segmentation approach has also
been extended to 3D segmentation by Ardon et al. [3], [4]. In
the first work [3], a series of shortest paths were used to join
a point (or closed contour) with a closed contour, which
were then interpolated to form a surface. The second work
[4] finds the surface via a level-set problem constrained
such that the network of shortest paths lies on the surface.
As with discrete methods, these approaches construct a
surface from a network of shortest paths, rather than
extending the shortest path problem of 2D to the minimal
surface problem of 3D.

The approaches reviewed above operate under the
assumption that the 3D surface upon which the shortest
paths are found will be minimal. However, it is possible
that shortest paths joining two closed contours will not lie
on the minimal surface connecting these two contours. For
example, it is well known that, in continuous euclidean
space, the minimal surface connecting two closed contours
at different elevations is a catenoid. However, the shortest
paths joining any two points on these contours will not lie
on the surface of the catenoid. Fig. 1 illustrates this
situation. This counterexample demonstrates that the
technique of using shortest paths to find minimal surfaces
can never be guaranteed to produce the correct result, even
by using paths of arbitrary density. Therefore, instead of
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adopting the use of shortest paths to find the minimal
surface, we observe that the minimal surface may be solved
for directly using Sullivan’s method. Finally, in addition to
the problems mentioned above, we note that another
problem with using shortest paths to define a surface in
3D is that 1D paths are of the wrong dimension type to
bound 3D objects (i.e., application of the boundary operator
to a 3D object produces a 2D surface).

1.1 Characterization of Minimal Path/Surface
Problems

Minimal surfaces have been studied extensively outside of
computer vision in the fields of geometric measure theory
and variational calculus [33]. However, these fields focus on
finding minimal surfaces in a space that is continuous and
euclidean, rather than on the discrete, weighted lattices that
arise naturally in computer vision. In order to avoid
confusion with this body of existing literature, we will
employ the term minimum-weight surfaces to refer to
minimal surfaces defined on the space of discrete, weighted
lattices. Although lattices are the most relevant structure for
computer vision, the techniques presented here also apply
to more general discrete structures.

The shortest path problem with nonnegative edge
weights requires specification of additional constraints in
order to avoid the solution of a null path. Additional
constraints are typically included in one of two forms.

1. The shortest path is required to enclose one specified
region of space while excluding a second specified
region (i.e., separating the two regions).

2. The shortest path is required to have a specified
boundary (i.e., endpoints).

These methods for specifying constraints for the minimal
path problem will be referred to as Type I and Type II
constraints, respectively. Type I constraints give rise to a
source separation problem that is solved efficiently on
discrete spaces by Ford and Fulkerson’s max-flow/min-cut
algorithm [37]. Type II constraints give rise to a source
connection problem that is solved efficiently on discrete
spaces by Dijkstra’s algorithm [37]. Note that if negative
edge weights were permitted (e.g., derived from a
probabilistic formulation of the segmentation problem),
then no constraints of the above types would be necessary
to avoid the null solution. However, finding the global
minimum of the path/cut problem with negative edge
weights on an arbitrary graph is, in general, difficult (see
[28] for a survey of this problem in the context of computer
vision). It should be noted that the minimum-cut problem
with negative weights may be solved exactly in polynomial
time on planar graphs (2D) [22], [1], [46]. Finally, we
recognize that the value of targeting energies for which a
global optimum exists is a point of debate within the
community. In this work, we simply note that there has
been a sustained interest in finding a solution for the 3D
extension of the short path problem (minimal surfaces) with
nonnegative weights. Since a global minimum does exist for
this problem and the previous heuristics reviewed above
are not guaranteed to find it, we simply demonstrate that
this problem may be solved using Sullivan’s method.

Type I and Type II constraints are also necessary in the

specification of minimum-weight surfaces in order to avoid
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the null solution (given nonnegative edge weights). The
minimum-weight surface problem with Type I constraints
is equivalent to solving the max-flow/min-cut problem in
3D, which has known solutions in both continuous [2] and
discrete spaces [37]. The problem of how to assign graph
weights to best approximate the continuous solution to a
Type I problem was studied in [10]. Type II constraints
require that the minimum-weight surface has a prescribed
boundary. Surface boundaries are always given by closed
contours, an example of which is the wire rim giving the
boundary of a soap bubble. The minimum-weight surface
problem with Type II constraints has been studied in
continuous space as Plateau’s problem (e.g., [33]), but less
attention has been paid to finding minimal surfaces with
Type II constraints in discrete space. There are only two
works that we are aware of that address the problem of
solving for minimal surfaces with Type II constraints on a
discrete space (although it should be noted that the primary
goal of both of these works is the approximation of the
continuous solution). The first of these papers is the work of
Kirsanov and Gortler, who considered the limited case in
which it is possible to translate Type II constraints into
Type I constraints [25]. Unfortunately, for most cases of
interest to computer vision, their formulation is not
applicable since the prescribed boundary must lie on the
borders of the volume. Sullivan [47] addresses the problem
of approximating continuous minimal surface solutions
with discrete cell complexes and recognized that the
problem could be viewed as an instance of Minimum-cost
Circulation Network Flow. Although Sullivan’s interest was
in the approximation of continuous minimal surfaces, we
demonstrate the utility of Sullivan’s technique for comput-
ing minimum-weight surfaces in the context of image
segmentation. These computational details will be dis-
cussed more thoroughly in Section 2.3.

Since Type II constraints govern shortest path problems
on 2D weighted graphs, our focus is on the solution of the
Type II constrained minimum-weight surface problem on
3D weighted graphs. Although it may be argued that object
surfaces are in some sense continuous, the standard
reconstruction of image data as a discrete lattice has led
many researchers to adopt discrete algorithms to analyze
the image data. Sullivan and Kirsanov/Gortler both treated
the case of continuous minimal surfaces with Type II
constraints by approximation via a cell complex. However,
given image data arranged in a 3D lattice and the adoption
of surface weights from the image content, it is unclear how
to formulate or solve the weighted continuous minimal
surface problem in this context. Consequently, by adopting
the discrete formulation on a 6-connected lattice, for which
formulation and solution may be done efficiently, one could
view the resulting minimal surfaces as approaching the
continuous minimal surfaces in the limit of small grid size
and the presence of an ¢; norm.

Neither Type I nor Type II constraints have priority over
the other, ie. different applications call for different
constraint types. As evidence for this position, we note the
enduring interest in both (2D) graph cuts [9] and intelligent
scissors [34], [16], despite the fact that graph cuts apply
Type I constraints and intelligent scissors applies Type II
constraints to the shortest path problem. Additionally, our
goal is not to argue that minimum-weight surfaces are the

best tool for 3D segmentation, taking the position that graph
cuts have already established interest in this problem (albeit
with Type I constraints). In fact, computer vision using
minimal surfaces with Type I constraints has been heavily
studied and applied [12], [39], [9]. Our intention is that the
method for solving Type II minimal surface problems
presented in this work will permit new applications of
minimal surfaces to computer vision beyond segmentation.
Additionally, previous attempts to extend intelligent scis-
sors to 3D indicate a clear interest in the resolution of this
problem. However, these previous treatments have not
solved for the minimum-weight surface directly.

This paper is outlined as follows: In Section 2, we show
how the extension of the shortest path problem to 3D leads
to the minimum-weight surface problem. Sullivan’s method
for solving this minimum-weight surface problem is then
presented. In Section 3, we demonstrate the application of
this algorithm to synthetic 3D segmentation problems of
various character, and then, apply the algorithm to real 3D
data. Finally, Section 4 provides concluding remarks and
suggests directions for further research.

A conference version of this work previously appeared
in [21].

2 METHOD

In this section, we first outline a framework for viewing
graph-based algorithms that produce boundaries in an
image. This framework is based on the notion of a primal
and dual lattice. Using this framework, we review the
shortest path problem and present the minimum-weight
surface problem. We conclude this section by giving an
exposition of Sullivan’s method [47] for solving the
minimum-weight surface problem with Type II boundary
conditions on a cellular complex (e.g., a 3D lattice) by
reducing the computation to finding a Minimum-cost
Circulation Network Flow [20].

2.1 Duality

The notion of duality has played a role in graph theory (and
combinatorial topology) since the time of Poincaré, in which
a dual graph was defined from a planar graph by replacing
each facet (cycle) with a dual node and connecting two
nodes if their respective facets shared an edge. In this
example, the primal graph is defined as the initial planar
graph and the dual graph is defined as the result of the
duality operation. However, this duality operation is more
general in the context of algebraic topology [30] and, in fact,
depends on the dimensionality of the ambient space in
which the graph is embedded. In fact, a clear understanding
of duality has recently come to the forefront of numerical
computing (see [32] for an excellent treatment). In a general
context, the standard node/face duality may be thought of
as the 2-dual, in the sense that nodes are isomorphic to 2D
simplices (i.e., facets). For example, one could just as easily
define a 1-dual of a graph by replacing each edge with a
node and connecting nodes based upon whether or not their
respective edges coterminated at a node (this 1-dual is
sometimes called the line graph). In general, a traditional,
d-dimensional dual is possible when each (d — 1)-dimen-
sional simplex is shared by exactly two d-dimensional
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Fig. 2. Duality in two and three dimensions. (a) Primal and dual structures for a 2D, 4-connected lattice. (b) The primal (black) and dual (blue/gray)
2D lattices. (c) Primal and dual structures for a 3D, 6-connected lattice. (d) The primal (black) and dual (blue/gray) 3D lattices. Identifying image
pixels with nodes in the primal lattice, edges of the dual lattice define a separating boundary of the pixels in 2D. In contrast, facets of the dual lattice
are required to “box in” the voxels of the primal lattice in 3D. In 2D, the dual edges correspond to the “cracks” or “bels” between pixels often

mentioned in the context of intelligent scissors/live wire [16].

simplices. Fig. 2 offers a picture of the relationship between
the primal and dual complexes. In general, given a
k-simplex in p dimensions, its dual will be a (p — k) simplex
[32]. Fig. 2 illustrates simplices and their duals for two and
three dimensions.

The duality operation naturally produces an “outside
facet” (representing the edge/facet that a path/surface
would need to include in order to enclose pixels/voxels on
the border of the data, see Fig. 2), but this outside facet may
be given several interpretations. For example, one might
assign the outside facet to a single node in the dual graph.
Instead of this construction, we have chosen to subdivide
the outside facet in the dual into cells for two reasons: 1) A
lattice is easier to work with computationally and 2) the
addition of weighted extra edges/facets on the outside
allows for a higher cost to be assigned to a longer path/
surface enclosing the border pixels/voxels.

Duality offers a convenient taxonomy of graph-based
segmentation algorithms. There are two basic types of
graph-based segmentation algorithm: implicit boundary
algorithms and explicit boundary algorithms. Implicit
boundary algorithms, such as graph cuts [9] or normalized
cuts [45], label each node (pixel) as foreground /background
and the boundary between them is implied by the labeling.
In contrast, explicit boundary algorithms, such as intelligent
scissors [34], [16], identify the boundary explicitly and a
foreground/background labeling is given implicitly. The
notion of duality provides a convenient way of viewing
these segmentation algorithms in which one may treat the
image data as existing at the nodes of the primal lattice. In
this framework, implicit boundary algorithms operate on
the primal lattice, while explicit boundary algorithms
operate on the dual lattice. Therefore, the components of
the dual lattice are used to “box-in” the pixels in the primal
lattice (e.g., edges/paths in 2D, facets in 3D). However, as
illustrated in Fig. 2, the corresponding dual lattice changes
with dimension, while the primal lattice remains constant,
prompting the need for greater modification of explicit
boundary algorithms than implicit boundary algorithms
when seeking extension to higher dimension.

Specifically, the popular graph cuts algorithm of [9]
provides (Type I) fixed conditions at the nodes of the primal
lattice and seeks a minimal cut (dual to a closed contour)
between the source and sink nodes. In contrast, the
intelligent scissors approach of [34], [16] fixes points along
the boundary (Type II) in the dual lattice (sometimes,
referred to as the “cracks” or “bels” between the pixels [16])
and seeks the minimal boundary (path) that includes these
endpoints. When considering higher dimensional images,
graph cuts extend naturally, because edge cuts are always
dual to the (p — 1)-surfaces that define the boundary of a
p-dimensional set of voxels. However, the explicit boundary
approach given by intelligent scissors must be redeveloped
for each dimension. Specifically, since the shortest path
algorithm used in the 2D case is inappropriate to find a
bounding surface in 3D, a minimum-weight surface must
be used.

2.2 Preliminaries

Before beginning the exposition, we fix our notation. For our
present purposes, the primal and dual complexes will be 3D,
6-connected lattices. Define a 3D lattice complex [30] as
consisting of a set P = (V,E, F,C) with vertices (nodes)
veV,edgesec ECV xV, facets fe FCEXxExXEXE,
and cubes (volumes)c € C C F x F x F'x F' x F x F (since
we will be dealing exclusively with 6-connected lattices). Let
n = |V| and m = |E|, where | - | denotes cardinality. Nodes,
edges, facets, and cubes will all be indexed by single
subscripts. A weighting assigns a value to each edge called
a weight. The weight of an edge ¢; is denoted by w; and
considered in this work to be nonnegative.

To each edge, we may assign an ordering of its
constituent vertices, i.e., we associate with edge ¢;; the pair
{vi,v;}. Likewise, for each facet, we may associate an
ordering of the vertices obtained by traversing its constitu-
ent edges in a closed cycle, ie., {v;,v;,v;,v,} in which
€ij, €jks €rh, € € E. If the node ordering associated with an
edge is in the same order in which the nodes are traversed
on a facet, then we consider the facet and edge to have a
coherent orientation [24]. Note that the notion of orientation
and coherency used here for the degenerate simplices that
comprise facets of a 6-connected lattice exactly matches the
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standard parity definitions for nondegenerate simplices
using the combining technique presented by Tonti [49].

We wish to stress that, although, in this work, we are
treating the standard 6-connected lattice found in computer
vision, the problem considered here (finding minimum-
weight surfaces with Type II boundary conditions) may be
solved using Sullivan’s method for any orientable cell
complex with trivial homology. Additionally, results are
given in Appendix B that give more general conditions
under which the minimum-weight surface problem can be
solved using linear programming (e.g., when the complex is
not cellular). A cell complex is defined by stating that for
each dimension k < d, for maximum dimension d, there is a
set Cy, of k-dimensional cells (homeomorphic to balls), such
that all the cells are disjoint and the boundary of any k-cell
is the union of a finite number of lower dimensional balls. If
each (d— 1)-dimensional facet bordering a d-dimensional
cell is part of the boundary of exactly two d-dimensional
cells, then the minimum-weight hypersurface may be
calculated, since such a complex is dual (isomorphic) to a
graph in which d-dimensional cells are mapped to nodes
and (d —1)-dimensional facets are mapped to edges.
Consequently, the corresponding d-(d — 1)-incidence matrix
is totally unimodular.

Graph-based segmentation algorithms typically focus on
partitioning a weighted graph, with weights given on the
primal edges via a function of the image intensity, e.g.,

w; = exp (—6(1; - Ik)Q) for {vj, vi} € e, (1)

where [; indicates the image (volume) intensity at voxel v;.
Note that several other functions [8] or features (e.g., color,
texture response) have also been used to set edge (facet)
weights.

2.2.1 Shortest Paths
The minimum-path problem may be viewed as the solution
to the optimization problem

min Q(y) = Z wiyi, (2)
where y; represents an indicator vector on the set of (dual)
edges, with w; representing the weight of the corresponding
primal edge, y; = 1 indicating that edge e, belongs to the
path, and y; = 0 indicating that edge e; does not belong to
the path.

In the absence of constraints, the solution of (2) yields the
vector y; = 0Ve; € E, since all weights are nonnegative.
Type I constraints may be introduced by specifying disjoint
node subsets that must appear in separate connected
components if the edges in the computed path are removed
from the complex. Type II constraints may be introduced by
specifying endpoints for the path. An algebraic formulation
of Type II constraints is given by

Ay =p, (3)

where p is a vector of all zeros except for a p, =1 and
p; = —1, for endpoints {v;,v;}. The matrix A is the node-
edge incidence matrix

+1 if k=1,
Avk,cu = -1 ifk= Js (4)
0 otherwise.

The node incidence matrix in (3) plays the role of the
boundary operator [30]. In this case, the boundary operator
inputs an edge path (indicated by ) and returns the nodal
boundary of that path (fixed by p). In general, the boundary
operator inputs the indicator function of a complex and
outputs an indicator function of its boundary. Therefore,
use of the boundary operator in (3) allows us to fix the path
boundary and succinctly expresses the Type II constraints
for the minimal path problem. We note that this formula-
tion of the minimal path problem is not new. For example,
Papadimitriou and Steiglitz [37] establish the minimal path
problem as the optimization of (2) with respect to (3) and
proceed to derive Dijkstra’s algorithm as a particular
optimization of these equations.

2.2.2 Minimum-Weight Surfaces

In order to increase the dimensionality of the shortest path
formulation, we now pass from minimal paths to
minimum-weight surfaces. Fortunately, the dimensionality
of the minimal path problem may be increased simply by
using the dimension-appropriate incidence matrix (bound-
ary operator) and boundary vector p. This dimension-
increased shortest path problem, therefore, asks the
question: Given the boundary of a 2D surface (i.e., a closed
contour or series of closed contours), find the minimum-weight
2D surface with the prescribed boundary. As anticipated in
Section 1, this is the minimum-weight surface problem
with Type II conditions.

In this dimension-increased problem, the incidence
matrix (boundary operator) in question is the edge-facet
incidence matrix defined as

+1, if the edge borders the facet
with coherent orientation,
B.j =4 —1, if the edge borders the facet (5)

without coherent orientation,
0, otherwise.

Note that it is essential in the following development to
include each facet twice in B with opposite orientation.
Such a device is also present when solving the shortest path
problem, since any path could be traversed in either
direction. Instead of the lower dimension boundary vector
p, we can now employ the vector r as a signed binary
indicator vector of a closed contour with an associated
ordering of vertices obtained via a traversal along the edges
comprising the contour. Given a contour represented by an
ordering of vertices (a,b,c,...,a) such that each neighbor-
ing pair of vertices is contained in the edge set, the contour
may be represented with the vector

+1, if the vertices comprising edge e; are
contained in the contour with
coherent orientation,

if the vertices comprising edge e; are  (6)
contained in the contour without
coherent orientation,

0, otherwise.

i = —1,
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Fig. 3. Example of a small 2D lattice consisting of nodes, edges, and facets with various orientations, and the corresponding node-edge incidence
matrix and edge-facet incidence matrix. The complex representing the 2-dual of the primal complex is also provided, illustrating that the incidence

matrices are transposes of each other.

Therefore, the minimum-weight surface problem is

mzinQ(z) = ZW% -

subject to Bz =r,

where 7z is a nonnegative vector indicating whether or not a
facet (in the dual complex) is present in the minimum-
weight surface (and with what multiplicity) and w; is meant
to indicate the weights of a facet. Since the facets in the dual
lattice correspond to edges in the primal lattice (where the
image data are located), (1) may be used to produce the set
of facet weights.

The minimum-weight surface problem described in (7)
was extensively treated by Sullivan, who showed that a fast
algorithm exists for its solution. In the next section, we
present Sullivan’s method for efficiently solving this
problem. In Appendices A and B, we address in more
detail when a solution to (7) exists and when it may be
solved using generic linear programming (e.g., if the
complex is not cellular, as required by Sullivan’s method).

2.3 Minimum-Cost Circulation Network Flow

In order to arrive at a fast MCNF algorithm for solving the
minimum-weight surface problem, Sullivan transforms the
original problem in (7) into a second problem. Specifically,
Sullivan observed that if the RHS of (7) is generated by some
surface that does not self-intersect, represented by the
vector 2, then

r= BZO.

(®)

Therefore, the constraint in (7) may be rewritten as

Bz = Bz, 9)

which reveals that
B(z— z) =0, (10)
Cr=z— 2z, (11)

for some matrix C representing the null-space of B. The
entire optimization problem of (7) may then be recast in
terms of this new variable z as

minw’ (Cz + z),
T

s.t.— Ce =2y — 2 < 2z, (12)

x> 0.

The first inequality is true because z is nonnegative and the
second inequality may be asserted since Ck =0 for any
constant vector k, when C represents an edge-node
incidence matrix (see below). In other words, by assuming
that there exists an integer solution to (7), the initial integer
programming problem of (7) can be transformed into a
second integer programming problem (12).

A boundaryless set of facets (i.e., enclosing a volume)
represented by an indicator vector ¢y would necessarily take
a zero if the boundary operator were applied, i.e., Bcy = 0. A
basis set of such ¢; vectors would then generate the columns
of the null-space C. In the same manner as (17), C' maps
volumes to facets and is well known to be the volume-facet
incidence matrix [32]. In the case of the 6-connected lattice in
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Fig. 3). For this reason, it may be seen that the volume-facet incidence
matrix of the dual lattice (in which we are working) equals the edge-node
incidence matrix in the primal lattice. Since any edge-node incidence
matrix is totally unimodular and total unimodularity is preserved under
the transpose operation, the facet-edge incidence matrix in our dual
lattice is also totally unimodular.

a 3D image, each volume is identified directly with a voxel. If
the volumes are such that each facet is shared by exactly two
volumes, incident with opposite orientation, then C can be
seen to be the edge-node incidence matrix of another complex,
specifically the primal complex, where each volume is
identified with a node and each edge is identified with a
facet (shared by two volumes in the manner than an edge is
shared by two nodes). Note that the overrepresentation of
each facet by two facets with opposite orientation generates
more “volumes” in the null-space (enclosed by the facet with
both orientations) which may be interpreted as extra nodes
that are connected between each neighboring voxel. When
each facet in the complex is shared by exactly two volumes as
in the case of a 6-connected 3D lattice, then C'is an edge-node
incidence matrix and is, therefore, necessarily, totally
unimodular [35]. Consequently, for our purposes, (12) is
guaranteed to produce an integer solution (which also
implies that LP is guaranteed to produce an integer solution
when applied to the original integer programming problem
of (7), see Appendix B). The identification of incidence
matrices in the primal and dual lattices is illustrated in Fig. 4.
Note that if the domain is more complicated than a
6-connected lattice (e.g., representing a 3-torus), the
matrix C' may not correspond to the node-edge incidence
matrix of some primal graph. However, as mentioned above,
we only treat the case of an orientable cell complex with
trivial homology (specifically, the 6-connected lattice).
Although the total unimodularity of the constraint
matrix C' and integrality of zy guarantee that x is integer,
there is no guarantee that x will be binary. For example,
addition of any constant to = will still satisfy the constraints
and give the same value for the objective function. However,
even nontrivial cases may occur in which the solution z is
nonbinary. For example, it would be possible to construct

the weighting and contours just right such that the final
solution would consist of two nested “bubbles” in which
case the inner “bubble” could take nonbinary integer values.
In practice, however, we follow Sullivan by solving the dual
problem, and thus, never actually compute the values for z.

Although the problems defined by (12) may be solved
with a generic LP solver, Sullivan went a step further to
show that it is possible to apply a specialty solver to (12)
that yields an even faster solution [47]. To see how Sullivan
used a Minimum-cost Circulation Network Flow (MCNF)
algorithm to solve (12), we begin by forming the dual LP
problem to (12) in terms of variable f:

mfax — zgf,

st. CTf < T, (13)

/>0

We now decompose the solution f into the sum of two
vectors f = f — f' such that

CTf < CTw, (14)

cTf =o. (15)

However, f=w is the only value satisfying (14). This
statement may be shown by recalling that C” is the node-
edge incidence matrix of the primal complex, which implies
that 17C"v = 0 [6]. Consequently, if f satisfies C7 f = CTw,
then there is no v satisfying C7(f 4 v) < CTw since it would
imply that there exists a v satisfying CTv < 0.

Since f is a constant, we may treat f’ as the variable to be
optimized over. Rewriting (13) as an optimization over [’
gives us

T ¢!
Hlf(‘/iX 2 f

st. CTf =0, (16)

f<f=w

This optimization problem asks us to find the maximum
divergence-free flow (on the edges of the primal graph) that
passes through the initial surface 2, with capacities given by
the graph weights. As (16) represents the dual to our original
problem, it is the saturated set of primal edges (dual facets)
that comprise the desired minimum-surface solution. It was
recognized by Sullivan that the optimization described by
(16) is the MCNF problem [47], which may be solved using a
variety of existing algorithms [20]. The work of Kolmogorov
[27] provides a fast method for applying the primal-dual
MCNF algorithm of Ford and Fulkerson [17], [18] by
eliminating the need for Dijkstra computations. The timings
reported here are based on the application of Kolmogorov’s
method (and code available from his Website).

The MCNF approach represents the best-known algo-
rithm for solving an LP problem of the form (12) and,
consequently, for computing the 3D minimum-weight sur-
face on real data, given one or more surface boundaries. We
note that the MCNF approach to solving (12) represents a
primal-dual algorithm to the linear programming problem,
and consequently, is likely to be the most efficient method. To
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date, we are not aware of a corresponding primal-dual
algorithm for the original linear programming problem of (7).

The use of (12) and, consequently, an MCNF procedure
depends on our ability to form a node-edge incidence
matrix of a primal graph that spans the null-space of the
facet-edge incidence matrix of the original (dual) graph. In
computer vision, when employing a 6-connected lattice, an
MCNF procedure is available. However, for general
problems, such a procedure may not be available since
the dual graph is unknown (or the basis of the null-space
for Bis not totally unimodular). In Appendix B, we treat the
more general case by characterizing the complexes (repre-
sented by a B matrix) that allow the minimal surface to be
found by applying linear programming to (7).

2.4 Finding an Initial Surface

The MCNF approach presented above presupposes that it is
possible to find some solution z, that satisfies (8). Given the
application paradigm of joining the 2D segmentations
obtained via an outside algorithm (e.g., 2D intelligent
scissors), we may assume that the initial closed contours
are nonintersecting and exist on one or more axis aligned
slices in the 3D data. Consequently, the initial z, can be
computed by including all facets in the connected compo-
nents of the slices in the interior of the provided contours.
Although this method generally produces a disjoint z, it
should be noted that z is allowed to consist of multiple sets
of facets, so long as the constraint (8) is satisfied.

In a more general application of this minimum-weight
surface technique, our input contours may not be axis
aligned with the data. For example, our 2D contours could
be generated via an automatic technique that does not
respect the axis alignment. In these more general situations
where it is not easy to find an initial contour, there are two
possibilities. If the initial contours are compact and roughly
planar (even if that plane does not align with the data axes),
then the more general LP method defined by solving (7)
(and detailed in Appendix B) could be used with unity
weighting to quickly find some initial z, which could then be
employed by the MCNF algorithm. However, if the input
2D contours are more complicated (e.g., nonplanar), then
the LP method could still be applied directly to the
weighted complex to produce the optimal solution, albeit
more slowly than the MCNF algorithm.

2.5 Algorithm Summary

In the previous sections, we have shown that the natural
extension of the shortest path problem to higher dimension
leads to a solution of the minimum-weight surface problem.
This problem may be solved efficiently using Sullivan’s
method, which ultimately requires the solution to an MCNF
problem. As a segmentation algorithm, we input a closed
contour (or series of closed contours) and return a
minimum-weight surface. Since closed contours are the
output of standard (2D) intelligent scissors, the outputs of
the 2D intelligent scissors provide inputs for a 3D intelligent
scissors. Alternately, any other 2D segmentation algorithm
could also be used to produce the inputs to the minimum-
weight surface problem.

We may summarize the entire segmentation algorithm
as follows:

1. Obtain an oriented closed contour on one or more
slices through an outside algorithm (e.g., 2D

intelligent scissors). This contour is represented in
(7) by vector r.

2. Define facet weights from the image content using
(1). Note that “outside” facets must be assigned to an
arbitrary value—we have employed w = 0.5.

3. Identify any surface z, that has the desired boundary
(see Section 2.4).

4. Find the minimum-cost circulation through z
(corresponding to solving (16)), which may be
solved using a variety of existing algorithms [20].

5. The set of saturated edges in the primal graph
(corresponding to facets in the dual) comprises the
minimum-weight surface having the boundary
given by the closed contours obtained in Step 1.

3 RESULTS

In the previous sections, we presented the generalization of
the (2D) shortest path problem with Type II constraints to
the analogous (3D) minimum-weight surface problem with
Type II constraints. Consequently, a natural extension of
intelligent scissors to 3D has been provided. In this section,
our goal is to verify the correctness of the algorithm on
synthetic data, and then, to demonstrate its application to
the segmentation of 3D data.

3.1 Correctness

We begin with three examples to demonstrate correctness.
First, we use the algorithm to segment a black sphere (in a
white background), given an initial contour around one
parallel. Second, we segment the same sphere using an
input consisting of contours around two parallels (i.e., a
contour given on two slices). Finally, we segment a
“lunchbox” shape given a medial contour. This experiment
shows that the algorithm correctly handles changes in object
genus without the special handling employed by the path-
based methods reviewed above.

Fig. 5 shows the results of these three experiments,
verifying the correctness of the algorithm. In contrast to the
shortest path problem in which two points are necessary to
define a path, Fig. 5a shows that a single closed contour is
sufficient to define the boundary of a surface.

As a reference implementation, we employed both a
generic LP solver (implemented in the COIN library [19]) to
solve the LP problem defined by (7) and the fast MCNF
solver from Sullivan’s method. From a speed standpoint,
applying the generic LP solver to solving the minimum-
weight surface problem on a 64 x 64 x 64 lattice represent-
ing Fig. 5a required 819 seconds when run on an IBM
ThinkPad T42 laptop with a 1.70 GHz processor and
512 MB of RAM. The same solution required 0.55 seconds
to obtain with the MCNF solver on the same machine. The
LP solver implemented in the COIN library was general
purpose and did not take advantage of the significant
structure inherent in the facet-edge incidence matrix of a
lattice. However, the discrepancy in speed between the
generic LP solver and the MCNF solver is so great that one
must assume that the MCNF solver would outperform even
dedicated LP code for (7).

Another similarity with the shortest path problem is that
the minimum-weight surface may not be unique. For
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(a)

(b)

()

(d)

(e) (f)

Fig. 5. Synthetic examples to illustrate correctness. Renderings of the original object (with the input contours) are shown, along with the algorithm
outputs. The input volumes all had black voxels indicating voxels belonging to the object and white voxels indicating background. The white stripe in
each of the rendered views shows the input contour(s). In the solution visualizations, black dots are plotted at the center of the black (object) voxels
and facets are shown to indicate the computed surface. (a) and (b) A sphere with an input contour along a parallel. Note that, unlike 2D intelligent
scissors, a single boundary input (contour) is sufficient to define a solution. (c) and (d) A sphere with input contours at two parallels of different
heights. (e) and (f) A lunchbox shape with a handle on the top and a medial contour input. The algorithm will correctly find minimum-weight surfaces

with topological changes.

example, a closed contour located precisely at the equator of
the sphere in Fig. 5a could result in a solution indicating
either the upper or the lower hemisphere. This situation
would be analogous in the shortest path problem to the
multiple solutions possible when given the input of two
opposite points on a circle. Fig. 6 illustrates this issue.

We stress that by using a combinatorial formulation of
the minimal surface problem on a 6-connected 3D lattice,
the continuous, euclidean minimal surface will not neces-
sarily be obtained. Accordingly, the continuous euclidean
minimal surface and the minimum-weight surface may not
agree. For example, the solution to the continuous minimal
surface is a catenoid when given a boundary of two,
identical, closed contours at different heights. In contrast,
the minimum-weight surface is a cylinder when the under-
lying complex is a 6-connected graph. This contrast between
the discrete and continuous domains is analogous to the fact
that the shortest path on a four-connected lattice will not
necessarily be the same as a straight line in the plane.

3.2 Real Data

In this section, we illustrate the application of minimum-
weight surfaces to the segmentation of real data. Minimum-
weight surfaces with Type I boundary conditions have
previously been applied to image segmentation in the

(@) (b)

context of graph cuts [9]. Therefore, we simply illustrate the
use of minimum-weight surfaces with Type II boundary
conditions in the context of image segmentation (i.e., as a
3D extension of intelligent scissors). Two of the 3D data sets
used in these experiments were SPECT cardiac data and CT
cardiac data. A third example is given by a CT scan
showing the branching of the aorta near the iliac bifurca-
tion. These data are used to illustrate that the algorithm
described here has no difficulty joining more than two
closed contours, even when the underlying object splits into
multiple sections. Note that the resulting surface, like a pair
of pants, satisfies the desired constraints—the only surface
boundaries are at the locations specified by closed contours.
Type II boundary conditions (closed contours) were
generated using conventional intelligent scissors on two
slices of each data set, and we computed the minimum-
weight surface that had these contours as a boundary. Fig. 7
shows the result of these experiments.

4 CONCLUSION

Previous attempts to extend shortest path segmentation
algorithms to 3D have all focused on using a network of
paths drawn between closed contours (or contours and
points) to produce the surface of a 3D object. However,

(© (d

Fig. 6. The minimum-weight surface given a boundary is not necessarily unique. For example, if the surface boundary is given as a closed contour at
the equator of a sphere, then either (a) the upper or (b) the lower hemisphere is a valid minimum solution. This same lack of uniqueness may also
appear in the shortest path problem. Analogously, if two endpoints were placed at antipodal points of a circle, the shortest path may be returned as

either the left (c) or right (d) path around the circumference of the circle.



10 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 32, NO. XX,

XXXXXXX 2010

Fig. 7. Application of the algorithm to segmentation of 3D medical data. In each study, the green/gray contours were placed on the left and right
slices and the intermediate yellow/white contours represent the minimum-weight surface between these contours. This figure demonstrates that the
algorithm behaves as expected for a minimal surface approach to 3D image segmentation. (a) SPECT cardiac data. (b) CT cardiac data. (c) CT
aorta near iliac branch—notice that multiple closed contours may be placed and a single surface may be found that splits accordingly to
accommodate the prescribed boundaries. Note that all slices between the closed contours are not displayed.

shortest paths joining two closed contours are not guaran-
teed to lie on the minimal surface joining the two contours,
implying that no density of shortest paths will ever be
guaranteed to produce the minimal surface. In this work,
we demonstrated that the natural extension of shortest path
techniques to 3D segmentation is to directly solve for the
minimal surface. By directly solving for the minimal
surface, we make no assumptions on object genus, permit
the use of a single closed contour, split and merge the
surface as needed, may employ arbitrary (nonnegative)
weighting functions, and are guaranteed to find the exact
minimum surface. Using Sullivan’s method, the reduction
of the minimal surface problem to an MCNF problem
permits a very efficient solution.

In contrast to the max-flow/min-cut approach to finding
minimum-weight surfaces by defining Type I boundary
conditions, we detail how to find minimum-weight surfaces
through the specification of Type II boundary conditions.
Both Type I and Type II boundary conditions find
continuing application in 2D for the computation of shortest
paths. We hope that this presentation of how intelligent
scissors/live wire can be extended to higher dimension will
permit the popularization of this ubiquitous segmentation
method in a 3D context.

APPENDIX A

FEASIBILITY OF A SOLUTION TO THE
MINIMUM-WEIGHT SURFACE PROBLEM

In this appendix, we address the question: Will any r
representing a closed contour have a solution in (7)? The
answer turns out to depend on the underlying complex—
some complexes will always have a solution, while others
may not. Fortunately, for use in computer vision, all
complexes likely to be of interest (e.g., the 6-connected
lattice) will always have a feasible solution. Note that the

dependence of feasibility on the underlying complex is
analogous to the shortest path case (3), in which there will be
no feasible solutions if the underlying graph is disconnected
and the path endpoints are placed in different components.
We begin by formally stating that the boundary of a
boundary is zero in terms of the incidence matrices:

AB = 0. (17)

Since r is the signed indicator vector of a closed contour, we
note that

Ar=0. (18)

We can now make the following statement regarding the
feasibility of finding a solution to (7) given a closed contour,
represented by an r that satisfies (18).

Proposition 1. If the edge-facet incidence matrix has m —n + 1
independent columns and a nonzero vector r satisfies (18),
then (7) is guaranteed to have a solution.

Proof. The node-edge incidence matrix is known to have a
right null-space of rank m —n + 1 [30]. Since (17) holds
and the edge-facet incidence matrix has m —n+1
independent columns, then the edge-facet incidence
matrix spans the right null-space. In other words, if

Ar =0, (19)

then r may be expressed as a linear combination (with
constants c) of the columns of the edge-facet incidence
matrix

r = Be, (20)

giving the proposition. ad
In a more general context, the question of feasibility

hinges on whether or not the contour represented by r
encloses a “hole” in the complex. For example, if the
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underlying complex were the triangulated surface of a
torus, then an r representing a contour encircling the handle
would not have a feasible solution. This situation is
analogous to the minimal path problem in which it will
not be possible to find a minimal path joining two points
placed in separate components of a disconnected graph. In
the context of image processing on a 6-connected lattice, the
homology group is trivial (i.e., any r may be expressed as a
linear combination of B), and therefore, any r representing a
closed contour will have a feasible solution z.

APPENDIX B

SOLUTION VIA LINEAR PROGRAMMING—THE
GENERAL CASE

In this section, we are concerned with knowing when the
integer programming problem defined by (7) may be solved
using a generic linear programming solver. It was shown by
Sullivan [47] that linear programming could be used to
solve (7) if the underlying complex is cellular and there
exists a feasible solution. We now proceed to discuss a
characterization of when the minimal surface integer
programming problem defined by (7) can be solved with
generic LP when the underlying complex is not cellular.

If the constraint of an integer programming problem (i.e.,
(7)) is given as an inequality, then the total unimodularity (t.u.)
property is both necessary and sufficient to guarantee that a
solution obtained via linear programming is integer for an
arbitrary feasible integer right-hand side [37]. In contrast, if
the constraintis formulated as an equality (as in our case), then
a t.u. constraint matrix is simply sufficient, but not necessary.
Ithas long been known that edge-facet incidence matrices are
not, in general, totally unimodular [43], [36]. Recall that a
matrix is totally unimodular when the determinant of all
submatrices takes one of the values {—1,0, 1}.

In the conference publication on this topic [21], the
question of total unimodularity of the constraint matrix was
not properly handled. The issues are: 1) Total unimodular-
ity of the constraint matrix is mischaracterized as both
sufficient and necessary for an equality constraint to
guarantee an integral solution. In fact, total unimodularity
is simply sufficient, but not necessary to guarantee an
integral solution in the presence of a constraint of this form
[35]. 2) The proofs of total unimodularity for the lattice do
not prove this property since they are predicated on the
(false) premise that total unimodularity is preserved via
elementary matrix operations. The elementary matrix
operations preserve unimodularity, but not total unimodu-
larity. However, the two operations introduced do preserve
orientability (since the torsion coefficients, as defined in
[30], [52], are preserved under these operations) and
therefore show that the lattice is orientable. Therefore, the
connection between orientability and total unimodularity is
that a tu. incidence matrix necessarily represents an
orientable complex (since the invariant factors for a t.u.
matrix are all unit valued), but the converse statement is not
necessarily true. 3) The edge-facet incidence matrix of the
lattice is not, in general, totally unimodular. However,
despite the aforementioned troubles with this topic in [21],
the primary conclusion remains correct, for reasons that

will be explained in this section. Namely, on the lattice,
solving (7) is guaranteed to produce an integer solution
when using generic linear programming.

Truemper [50] settled the issue of when an equality
constraint in the same form as (7) was both necessary and
sufficient to guarantee that a solution is integer in the
presence of an integral right-hand side by introducing the
concept of unimodular (u.) matrices. However, in Section 2.3,
it was shown that one can employ the additional information
that an integer solution exists (i.e., (8)). This additional
information provides extra power in analyzing when an
equality constraint in the same form as (7) will be guaranteed
to give an integer solution. We develop this idea further by
introducing the notion of a preunimodular matrix
(p-u. matrix).

Let us call matrix A preunimodular if

min wa7
xr
s.t. Ax = Axy, (21)
x>0
has integer solution x for all integer ;. Note that A, B, and
C in this appendix are not intended to correspond to the

incidence matrices used in the body of this paper.
Let A be of size m x n,rank(A) = r.

Theorem 1. The following conditions are equivalent:

1. A is preunimodular.
2. For all bases B with A = [BC), matrix D = {B~'}C

is integer.

3. For all bases B with A = [BC|, matrix D = {B}C
is t.u.

4. For at least one base B with A = [BC|, matrix D =
{B~1}C is t.u.

5. There exists t.u. matrix U such that KerA = Im U.

6. A can be converted to a t.u. matrix by elementary
row operations (namely, adding a (possibly frac-
tional) multiple of one row to another, adding/
removing zero row).

Let B be some base, with A = [BC]. In the following, write
x = [y; 2|, where y is a vector of size r corresponding to
columns of B and z is a vector of size (n — r) corresponding
to columns of C. Although B is not generally square, we
write D = { B~1}C to indicate the space spanned by D in the
expression BD = C. Note that C'is m x (n —r), Bis m x r,
and Dis r x (n—r).
Equation Az = Az is equivalent to

By + BDz = By, + BDz (22)
or
y+ Dz =yo+ Dz. (23)
Thus, the LP problem can be rewritten as
minw’z = w’ [y; 2],
xr
y+ Dz =yo + Dz, (24)
y=0,
z>0.
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Proof. 1 < 2: For a fixed xy = [yo; 20], all extreme solutions
of the LP are given by {y=yo+ Dz,z=0} for all
possible choices of base B. Thus, 1) is equivalent to the
statement: yy + Dz, is integer for all bases and for all
integer vectors [yo; 2], or Dz is integer for all bases and
for all integer vectors z). The latter is easily shown to be
equivalent to 2.

1 < 4: Let B be an arbitrary base of A. If either 1 or 4
holds, then the matrix D is integer (as shown above).
Therefore, we may assume that D is integer. Denote
D =[I Dl

Condition 1 takes the form of (24), which is equivalent
to the statement that

minw’z = w! [y; 2],
D'ly;2] = b,
y =0,
z>0

(25)

has integer solution [y;z] for all integer b, which is
equivalent to stating that D is t.u.

Note that in the sequence above, B was taken to be an
arbitrary base of A. This fact shows that 1 = 3.

5 & 1:In the same manner as (12), we may transform
(21) to the form

minw’ (Ug + o),
! (26)
st.—Uq=29p —x < x,

which may take integer values iff U is t.u. [35].

4 & 5. Ar =0 is equivalent to By+ BDz=0, or
y+ Dz =0. Thus, KerA is spanned by vectors [—De;; e;],
where ¢; (i =1,...,n —1) is the ith unit vector. There-
fore, KerA = Im U, where U is the n x (n — r) matrix of
these vectors (i.e., the ith column of U equals [—De;; ¢;]).
U can be written as [—D; ], and thus, is t.u.

1 & 6: Without loss of generality, we can assume that
A has the form [I D] (since any matrix can be converted
to such a form by elementary row operations and
swapping columns, and such operations preserve the
p-u. property). Using the fact that 1 = 4, we obtain that A
ispu. =Distu =Ais tu ]

Theorem 2. Suppose A, U are matrices such that KerA = Im U.
Then, A is p.u. if and only if UT is p.u.

Proof. If: Suppose A is p.u. Then, by 5, there exists t.u.
matrix U such that KerA = ImU. Therefore, ImU = ImU
implies that the row space of U” and U” is the same,
which implies that U’ can be converted to U” by
elementary row operations, finally, implying that U7 is
p-u. (by 6).

Only if: Suppose U” is p.u. Then, by 6, U" can be
converted to a t.u. matrix AUT using elementary row
operations. There holds ImU = ImU = KerA. Therefore,
by 5, matrix A is p.u. O

Additional properties of a p.u. matrix derived from the
above are:

1. Any matrix with full column rank (i.e., » = n) is p.u.

2. If Ais p.u., then [A A] is p.u.

3. If Aisp.u, then [A; I]is p.u., since [4; I] has full rank.

4. If Ais p.u., the removal of any row j produces a new
matrix A, that is, p.u., since KerA4; = KerA.

Lemma 1. If A is p.u. and the rank of A is preserved by removing
columns or adding rows to form A*, then A* is p.u.

Proof. Part 1: If A is p.u. and the removal of column 3

preserves therank, then A; (the matrix A without column )

is pu. A= [BC], D={B'}C is t.u. Since removal of a;

preserves rank, a basis is preserved such that A; = [B C}]

and D; = {B7'}C; is tu. if D is t.u., since removal of any
row /column preserves the t.u. property.

Part 2: If A is p.u. and rows are added that preserve

the rank, then the new rows B =uv"A for some v.

KerA = Ker[4; B. O

In the context of the above discussion, the facet-edge
incidence matrix of the 6-connected lattice is p.u. (by
condition 5 of Theorem 1), and therefore, (by definition) the
integer programming problem described by (7) is guaran-
teed to produce an integer solution when linear program-
ming is applied.

The characterization of p.u. matrices given above
demonstrates that it is sometimes possible to use linear
programming to solve for minimum-weight surfaces on
more general (noncellular) complexes for which it would
not be possible to employ Sullivan’s method.

Finally, we note that p.uness is a property of the
constraint matrix, defined in the minimum-weight surface
problem by the facet-edge incidence matrix. Therefore, it is
the structure of the complex itself that determines whether
or not the minimum-weight surface problem is solvable
with LP, rather than the weights associated with the facets
(provided that the weights are nonnegative). This point is
important in the context of 3D image processing—regard-
less of the image content (leading to weights), the
minimum-weight surface problem can always be solved
with LP on the 6-connected lattice.
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